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Business Statistics: Communicating 
with Numbers

Reviewer Quotes

“[Jaggia and Kelly’s text is] an introductory statistics textbook which is 
rigorous in statistics with modern technology embedded.”

-Qiang Zhen, University of North Florida

“Excellent coverage. . . It is a great book.”
-Ricardo S. Tovar-Silos, Lamar University

“This introductory statistics book is relevant and approachable. The 
book and its materials support teaching in various modalities. It offers 
an applied orientation with a reasonable and appropriate theoretical 
foundation.”

-Kathryn Ernstberger, Indiana University Southeast

“The authors . . . do an excellent job of introducing the concepts. 
Illustrations, modern and relevant examples and applications, 
and exercises. . . This is a well-rounded and excellent textbook in 
introductory statistics and data analysis.”

-Mohammad A. Kazemi, University of North Carolina, Charlotte

“This book and its accompanying online resources is ideal for an 
introductory in statistics with an emphasis in business. There is a 
thoughtful balance between concepts and applications.”

-Ted Galanthay, Ithaca College
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A Unique Emphasis on 
Communicating with Numbers 
Makes Business Statistics Relevant 
to Students
We wrote Business Statistics: Communicating with Numbers because we saw a need 
for a contemporary, core statistics text that sparked student interest and bridged the gap 
between how statistics is taught and how practitioners think about and apply statistical 
methods. Throughout the text, the emphasis is on communicating with numbers rather 
than on number crunching. In every chapter, students are exposed to statistical informa-
tion conveyed in written form. By incorporating the perspective of practitioners, it has 
been our goal to make the subject matter more relevant and the presentation of material 
more straightforward for students. Although the text is application-oriented and practical, 
it is also mathematically sound and uses notation that is generally accepted for the topic 
being covered.

From our years of experience in the classroom, we have found that an effective way 
to make statistics interesting is to use timely applications. For these reasons, examples 
in Business Statistics come from all walks of life, including business, economics, sports, 
health, housing, the environment, polling, and psychology. By carefully matching exam-
ples with statistical methods, students learn to appreciate the relevance of statistics in our 
world today, and perhaps, end up learning statistics without realizing they are doing so.

Continuing Key Features
The fourth edition of Business Statistics reinforces and expands six core features that 
were well-received in earlier editions.

Integrated Introductory Cases. Each chapter begins with an interesting and relevant 
introductory case. The case is threaded throughout the chapter, and once the relevant sta-
tistical tools have been covered, a synopsis—a short summary of findings—is provided. 
The introductory case often serves as the basis of several examples in other chapters.

Writing with Data. Interpreting results and conveying information effectively is critical 
to effective decision making in a business environment. Students are taught how to take 
the data, apply it, and convey the information in a meaningful way.

Unique Coverage of Regression Analysis. Relevant coverage of regression without 
repetition is an important hallmark of this text.

Written as Taught. Topics are presented the way they are taught in class, beginning 
with the intuition and explanation and concluding with the application.

Integration of Microsoft Excel® and R. Students are taught to develop an understand-
ing of the concepts and how to derive the calculation; then Excel and R are used as a tool 
to perform the cumbersome calculations.

Connect. Connect is an online system that gives students the tools they need to be suc-
cessful in the course. Through guided examples and LearnSmart adaptive study tools, 
students receive guidance and practice to help them master the topics.
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Features New to the Fourth Edition
In the fourth edition of Business Statistics, we have made substantial revisions that 
address the current needs of the market. These revisions are based on the feedback of 
countless reviewers and users of our earlier editions.

The emphasis in this edition has been to strengthen the connection between business 
statistics and data analytics. More than ever, colleges and universities across the United 
States and abroad are incorporating business analytics into their curricula, and businesses 
are scrambling to find qualified professionals who can translate statistical analysis into 
decisions that improve performance. We believe that the fourth edition will not only 
introduce students to data analytics, but will also excite them to further explore the field. 
There are four major innovations in this edition.

Descriptive: More emphasis on data preparation and visualization
	∙	 New sections devoted to data preparation in Chapter 1
	∙	 New sections devoted to data visualization methods in Chapter 2
	∙	 Discussion of subsetted means in Chapter 3
	∙	 Discussion of pivot tables used to analyze empirical probabilities in Chapter 4

Predictive: Significant rewrite of regression and forecasting
	∙	 Streamlined discussion of goodness-of-fit measures in Chapter 14
	∙	 Revised section on model assumptions and common violations in Chapter 15
	∙	 Improved visualizations to explore nonlinear models in Chapters 16, 17, and 18
	∙	 New subsection on accuracy rates for binary choice models in Chapter 17
	∙	 Separate sections devoted to linear and nonlinear forecasting models in Chapter 18

Technology: More reliance on statistical software and Connect
	∙	 Greater use of Excel and R in solving problems
	∙	 Expanded R instructions in all regression and forecasting chapters
	∙	 Excel and/or R instructions included in most exercises in Connect
	∙	 Improved Connect product to facilitate teaching in an online environment

Storytelling: More relevant discussion
	∙	 Numerous new examples, exercises, and case studies
	∙	 Updated data to make the applications more current
	∙	 Big data used in the writing sections for Chapters 1, 2, 3, 15, 16, and 17
	∙	 Big data used for suggested case studies in several chapters
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Students Learn Through Real-World 
Cases and Business Examples . . .

Integrated Introductory Cases
Each chapter opens with a real-life case study that forms the basis for several examples 
within the chapter. The questions included in the examples create a roadmap for master-
ing the most important learning outcomes within the chapter. A synopsis of each chap-
ter’s introductory case is presented when the last of these examples has been discussed. 
Instructors of distance learners may find these introductory cases particularly useful.
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81

I N T R O D U C T O R Y  C A S E

Investment Decision
Dorothy Brennan works as a financial advisor at a large investment firm. She meets with an inex-
perienced investor who has some questions regarding two approaches to mutual fund investing: 
growth investing versus value investing. The investor has heard that growth funds invest in com-
panies whose stock prices are expected to grow at a faster rate, relative to the overall stock mar-
ket. Value funds, on the other hand, invest in companies whose stock prices are below their true 
worth. The investor has also heard that the main component of investment return is through capi-
tal appreciation in growth funds and through dividend income in value funds.

The investor shows Dorothy the annual return data for Fidelity’s Growth Index mutual fund 
(Growth) and Fidelity’s Value Index mutual fund (Value). Table 3.1 shows a portion of the annual 
return (in %) for these two mutual funds from 1984 to 2019. It is difficult for the investor to draw 
any conclusions from the data in its present form. In addition to clarifying the style differences 
in growth investing versus value investing, the investor requests Dorothy to summarize  
the data.

TABLE 3.1 Annual Returns (in %) for Growth and Value

Year Growth Value

1984 −5.50 −8.59

1985 39.91 22.10

⋮ ⋮ ⋮
2019 38.42 31.62

Dorothy will use the sample information to:
 1. Calculate and interpret the typical return for these two mutual funds.
 2. Calculate and interpret the investment risk for these two mutual funds.
 3. Determine which mutual fund provides the greater return relative to risk.
A synopsis of this case is provided at the end of Section 3.4.

TZIDO SUN/Shutterstock

  
Growth_Value
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The numerator of the Sharpe ratio measures the extra reward that investors receive for the 
added risk taken—this difference is often called excess return. The higher the Sharpe 
ratio, the better the investment compensates its investors for risk.

EXAMPLE 3.19

Use the information in Table 3.13 to calculate and interpret the Sharpe ratios for 
Growth and Value given that the return on a 1-year T-bill is 2%.

SOLUTION Since the return on a 1-year T-bill is 2%,    R ¯    f   = 2 . Plugging in the values 
of the relevant means and standard deviations into the Sharpe ratio yields

  
Sharpe ratio for Growth :

  
   
  x ¯    I   −   R ¯    f   _____ 

 s  I  
  

  
=

  
  15.755 − 2 _________ 

23.799
   = 0.58.

      
Sharpe ratio for Value:

  
   
  x ¯    I   −   R ¯    f   _____ 

 s  I  
  

  
=

  
  12.005 − 2 _________ 

17.979
   = 0.56.

  

We had earlier shown that Growth had a higher return, which is good, along with 
a higher variance, which is bad. We can use the Sharpe ratio to make a valid com-
parison between the mutual funds. Growth provides a higher Sharpe ratio than Value 
(0.58 > 0.56); therefore, the Growth offered more reward per unit of risk compared 
to Value.

S Y N O P S I S  O F  I N T R O D U C T O R Y  C A S E
Growth and value are two fundamental styles in stock and mutual 
fund investing. proponents of growth investing believe that compa-
nies that are growing faster than their peers are trendsetters and 
will be able to maintain their superior growth. By investing in the 
stocks of these companies, they expect their investment to grow 
at a rate faster than the overall stock market. By comparison, value 
investors focus on the stocks of companies that are trading at a 
discount relative to the overall market or a specific sector. Investors 
of value stocks believe that these stocks are undervalued and that 
their price will increase once their true value is recognized by other 
investors. The debate between growth and value investing is age-
old, and which style dominates depends on the sample period used 
for the analysis.

An analysis of annual return data for Fidelity’s Growth Index mutual fund (Growth) and Fidelity’s Value Index mutual 
fund (Value) for the years 1984 throuth 2019 provides important information for an investor trying to determine whether 
to invest in a growth mutual fund, a value mutual fund, or both types of mutual funds. Over this period, the mean return 
for Growth of 15.755% is greater than the mean return for Value of 12.005%. While the mean return typically represents 
the reward of investing, it does not incorporate the risk of investing.

Standard deviation tends to be the most common measure of risk with financial data. Since the standard deviation for 
Growth (23.799%) is greater than the standard deviation for Value (17.979%), Growth is likelier to have returns farther 
above and below its mean. Finally, given a risk-free rate of 2%, the Sharpe ratio for Growth is 0.58 compared to that for 
Value of 0.56, indicating that Growth provides more reward per unit of risk. Assuming that the behavior of these returns will 
continue, the investor will favor investing in Growth over Value. A commonly used disclaimer, however, states that past 
performance is no guarantee of future results.

Gladkikh/Getty Images
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and Build Skills to Communicate  
Results

Writing with Data
One of our most important innovations is the inclusion of a sample report within every 
chapter. Our intent is to show students how to convey statistical information in written 
form to those who may not know detailed statistical methods. For example, such a report 
may be needed as input for managerial decision making in sales, marketing, or company 
planning. Several similar writing exercises are provided at the end of every Writing with 
Data section. Each chapter also includes a synopsis that addresses questions raised from 
the introductory case. This serves as a shorter writing sample for students. Instructors  
of large sections may find these reports useful for incorporating writing into their  
statistics courses.
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6 . 4  W R I T I N G  W I T H  D A T A

Case Study
Professor Lang is a professor of economics at Salem State University. She has been 
teaching a course in Principles of Economics for over 25 years. Professor Lang has 
never graded on a curve since she believes that relative grading may unduly penalize 
(benefit) a good (poor) student in an unusually strong (weak) class. She always uses an 
absolute scale for making grades, as shown in the two left columns of Table 6.4.

TABLE 6.4 Grading Scales with Absolute Grading versus Relative Grading

Absolute Grading Relative Grading

Grade Score Grade Probability

A 92 and above A 0.10
B 78 up to 92 B 0.35
C 64 up to 78 C 0.40
D 58 up to 64 D 0.10
F Below 58 F 0.05

A colleague of Professor Lang’s has convinced her to move to relative grading, because it 
corrects for unanticipated problems. Professor Lang decides to experiment with grading based 
on the relative scale as shown in the two right columns of Table 6.4. Using this relative grading 
scheme, the top 10% of students will get A’s, the next 35% B’s, and so on. Based on her years 
of teaching experience, Professor Lang believes that the scores in her course follow a normal 
distribution with a mean of 78.6 and a standard deviation of 12.4.

Professor Lang wants to use this information to calculate probabilities based on the absolute 
scale and compare them to the probabilities based on the relative scale. Then, she wants to cal-
culate the range of scores for grades based on the relative scale and compare them to the abso-
lute scale. Finally, she want to determine which grading scale makes it harder to get higher grades.

Image Source, all rights reserved.

Sample  
Report— 
Absolute 
Grading 
versus 
Relative 
Grading

Many teachers would confess that grading is one of the most difficult tasks of their profession. 
Two common grading systems used in higher education are relative and absolute. Relative 
grading systems are norm-referenced or curve-based, in which a grade is based on the 
student’s relative position in class. Absolute grading systems, on the other hand, are criterion-
referenced, in which a grade is related to the student’s absolute performance in class. In 
short, with absolute grading, the student’s score is compared to a predetermined scale, 
whereas with relative grading, the score is compared to the scores of other students in  
the class.

Let X represent a grade in Professor Lang’s class, which is normally distributed with a mean 
of 78.6 and a standard deviation of 12.4. This information is used to derive the grade probabili-
ties based on the absolute scale. For instance, the probability of receiving an A is derived as 
P(X ≥ 92) = P(Z ≥ 1.08) = 0.14. Other probabilities, derived similarly, are presented in Table 6.5.

TABLE 6.5 Probabilities Based on Absolute Scale and Relative Scale

Grade
Probability Based on  

Absolute Scale
Probability Based on  

Relative Scale

A 0.14 0.10
B 0.38 0.35
C 0.36 0.40
D 0.07 0.10
F 0.05 0.05
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Case Study
Professor Lang is a professor of economics at Salem State university. She has been 
teaching a course in Principles of economics for over 25 years. Professor Lang has 
never graded on a curve since she believes that relative grading may unduly penalize 
(benefit) a good (poor) student in an unusually strong (weak) class. She always uses an 
absolute scale for making grades, as shown in the two left columns of table 6.4.

TABLE 6.4 Grading Scales with Absolute Grading versus Relative Grading

Absolute Grading Relative Grading

Grade Score Grade Probability

A 92 and above A 0.10

B 78 up to 92 B 0.35

C 64 up to 78 C 0.40

D 58 up to 64 D 0.10

F Below 58 F 0.05

A colleague of Professor Lang’s has convinced her to move to relative grading, because it 
corrects for unanticipated problems. Professor Lang decides to experiment with grading based 
on the relative scale as shown in the two right columns of table 6.4. using this relative grading 
scheme, the top 10% of students will get A’s, the next 35% B’s, and so on. Based on her years 
of teaching experience, Professor Lang believes that the scores in her course follow a normal 
distribution with a mean of 78.6 and a standard deviation of 12.4.

Professor Lang wants to use this information to calculate probabilities based on the absolute 
scale and compare them to the probabilities based on the relative scale. then, she wants to cal-
culate the range of scores for grades based on the relative scale and compare them to the abso-
lute scale. Finally, she want to determine which grading scale makes it harder to get higher grades.

Jasper White/image Source

Sample  
Report— 
Absolute 
Grading 
versus 
Relative 
Grading

Many teachers would confess that grading is one of the most difficult tasks of their profession. 
two common grading systems used in higher education are relative and absolute. Relative 
grading systems are norm-referenced or curve-based, in which a grade is based on the 
student’s relative position in class. Absolute grading systems, on the other hand, are criterion-
referenced, in which a grade is related to the student’s absolute performance in class. in 
short, with absolute grading, the student’s score is compared to a predetermined scale, 
whereas with relative grading, the score is compared to the scores of other students in  
the class.

Let X represent a grade in Professor Lang’s class, which is normally distributed with a mean 
of 78.6 and a standard deviation of 12.4. this information is used to derive the grade probabili-
ties based on the absolute scale. For instance, the probability of receiving an A is derived as 
P(X ≥ 92) = P(Z ≥ 1.08) = 0.14. Other probabilities, derived similarly, are presented in table 6.5.

TABLE 6.5 Probabilities Based on Absolute Scale and Relative Scale

Grade
Probability Based on  

Absolute Scale
Probability Based on  

Relative Scale

A 0.14 0.10

B 0.38 0.35

C 0.36 0.40

D 0.07 0.10

F 0.05 0.05
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Unique Coverage and  
Presentation . . .
Unique Coverage of Regression Analysis
Our coverage of regression analysis is more extensive than that of the vast majority of texts. 
This focus reflects the topic’s importance in the emerging field of data analytics. We combine 
simple and multiple regression in one chapter, which we believe is a seamless grouping and 
eliminates needless repetition. The detailed Excel and R instructions eliminate the need for 
tedious manual calculations. Three more in-depth chapters cover statistical inference, nonlinear 
relationships, dummy variables, and the linear probability and the logistic regression models. 
The emphasis in all chapters is on conceptualization, model selection, and interpretation of 
the results with reference to professionally created figures and tables.
Chapter 14: Regression Analysis
Chapter 15: Inference with Regression Models
Chapter 16: Regression Models for Nonlinear Relationships
Chapter 17: Regression Models with Dummy Variables

The authors have put forth a novel and innovative way to present 
regression which in and of itself should make instructors take a long 
and hard look at this book. Students should find this book very 
readable and a good companion for their course.

Harvey A. Singer, George Mason University

Inclusion of Important Topics
We have incorporated several important topics, often ignored in traditional textbooks, 
including data preparation, pivot tables, geometric mean return, Sharpe ratio, accuracy 
rates, etc. From our experience from working outside the classroom, we have found that 
professionals use these topics on a regular basis.

Written as Taught
We introduce topics just the way we teach them; that is, the relevant tools follow the 
opening application. Our roadmap for solving problems is

	1.	 Start with intuition
	2.	 Use Excel or R to estimate the appropriate model,
	3.	 Communicate the results.

We use worked examples throughout the text to illustrate how to apply concepts to solve 
real-world problems.

THE SHARPE RATIO
The Sharpe ratio measures the extra reward per unit of risk. The Sharpe ratio for an 
investment I is computed as

​​ 
​​   x​​ I​​ − ​​   R​​ f​​ _____ 

​s​ I​​
 ​ ,​

where ​​​x ¯ ​​ I​​​ is the mean return for the investment, ​​​   R​​ f​​​ is the mean return for a risk-free asset 
such as a Treasury bill (T-bill), and sI is the standard deviation for the investment.
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that Make the Content More 
Effective
Integration of Microsoft Excel and R
We prefer that students first focus on and absorb the statistical material before replicating 
their results with a computer. Solving each application manually provides students with 
a deeper understanding of the relevant concept. However, we recognize that embedding 
computer output is often necessary in order to avoid cumbersome calculations or the 
need for statistical tables. Microsoft Excel and R are the primary software packages used 
in this text. We chose Excel and R over other statistical packages based on their wide-
spread use and reviewer feedback. For instructors who prefer to focus only on Excel, the 
R instructions sections are easily skipped. We provide brief guidelines for using Minitab, 
SPSS, and JMP in chapter appendices.
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EXAMPLE 5.9

People turn to social media to stay in touch with friends and family members, catch 
the news, look for employment, and be entertained. According to a recent survey, 
68% of all U.S. adults are Facebook users. Consider a sample of 100 randomly 
selected American adults.
 a. What is the probability that exactly 70 American adults are Facebook  

users?
 b. What is the probability that no more than 70 American adults are 

Facebook users?
 c. What is the probability that at least 70 American adults are Facebook users?

SOLUTION: We let X denote the number of American adults who are Facebook users. 
We also know that p = 0.68 and n = 100.

Using Excel
We use Excel’s BINOM.DIST function to calculate binomial probabilities. We 
enter =BINOM.DIST(x, n, p, TRUE or FALSE) where x is the number of suc-
cesses, n is the number of trials, and p is the probability of success. For the last 
argument, we enter TRUE if we want to find the cumulative probability function 
P(X ≤ x) or FALSE if we want to find the probability mass function P(X = x).
 a. In order to find the probability that exactly 70 American adults are Facebook 

users, P(X = 70), we enter =BINOM.DIST(70, 100, 0.68, FALSE) and Excel 
returns 0.0791.

 b. In order to find the probability that no more than 70 American adults are 
Facebook users, P(X ≤ 70), we enter =BINOM.DIST(70, 100, 0.68, TRUE) 
and Excel returns 0.7007.

 c. In order to find the probability that at least 70 American adults are Facebook 
users, P(X ≥ 70) = 1 − P(X ≤ 69), we enter =1–BINOM.DIST(69, 100, 0.68, 
TRUE) and Excel returns 0.3784.

Using R
We use R’s dbinom and pbinom functions to calculate binomial probabilities. In 
order to calculate the probability mass function P(X = x), we enter dbinom(x, n, p) 
where x is the number of successes, n is the number of trials, and p is the probabil-
ity of success. In order to calculate the cumulative probability function P(X ≤ x), 
we enter pbinom(x, n, p).
 a. In order to find P(X = 70), we enter:

> dbinom(70, 100, 0.68)
And R returns: 0.07907911.

 b. In order to find P(X ≤ 70), we enter:

> pbinom(70, 100, 0.68)
And R returns: 0.7006736.

 c. In order to find P(X ≥ 70) = 1 − P(X ≤ 69), we enter:

> 1 − pbinom(69, 100, 0.68)
And R returns: 0.3784055.
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Real-World Exercises and Case 
Studies that Reinforce the Material
Mechanical and Applied Exercises
Chapter exercises are a well-balanced blend of mechanical, computational-type problems 
followed by more ambitious, interpretive-type problems. We have found that simpler 
drill problems tend to build students’ confidence prior to tackling more difficult applied 
problems. Moreover, we repeatedly use many data sets—including house prices, sales, 
personality types, health measures, expenditures, stock returns, salaries, and debt—in 
various chapters of the text. For instance, students first use these real data to calculate 
summary measures, make statistical inferences with confidence intervals and hypothesis 
tests, and finally, perform regression analysis.
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EXERCISES 3.4

Mechanics
 39. Consider the following population data:

34 42 12 10 22

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the population variance.
 d. Calculate the population standard deviation.

 40. Consider the following population data:

0 −4 2 −8 10

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the population variance.
 d. Calculate the population standard deviation.

 41. Consider the following sample data:

40 48 32 52 38 42

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the sample variance.
 d. Calculate the sample standard deviation.

 42. Consider the following sample data:

− 10 12 −8 −2 −6 8

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the sample variance and the sample standard 

deviation.

Applications
 43.  Prime. The accompanying table shows a portion of the 

annual expenditures (in $) for 100 Prime customers.

Customer Expenditures

1 1272

2 1089

⋮ ⋮
100 1389

 a. What were minimum expenditures? What were maximum 
expenditures?

 b. Calculate the mean and the median expenditures.
 c. Calculte the variance and the standard devation.

 44.  StockPrices. Monthly closing stock prices for Firm A 
and Firm B are collected for the past five years. A portion of 
the data is shown in the accompanying table.

Observation Firm A Firm B

1 39.91 42.04

2 42.63 41.64

⋮ ⋮ ⋮
60 87.51 75.09

 a. Calculate the sample variance and the sample standard 
deviation for each firm’s stock price.

 b. Which firm’s stock price had greater variability as 
measured by the standard deviation?

 c. Which firm’s stock price had the greater relative 
dispersion?

 45.  Rental. A real estate analyst examines the rental mar-
ket in a college town. She gathers data on monthly rent and 
the square footage for 40 apartments. A portion of the data is 
shown in the accompanying table.

Monthly Rent Square Footage

645 500

675 648

⋮ ⋮
2,400 2,700

 a. Calculate the mean and the standard deviation for 
monthly rent.

 b. Calculate the mean and the standard deviation for square 
footage.

 c. Which sample data exhibit greater relative dispersion?

 46.  Revenues. The accompanying data file shows the 
annual revenues (in $ millions) for Corporation A and Corpora-
tion B for the past 13 years.
 a. Calculate the coefficient of variation for Corporation A.
 b. Calculate the coefficient of variation for Corporation B.
 c. Which variable exhibits greater relative dispersion?

 47.  Census. The accompanying data file shows, among 
other variables, median household income and median house 
value for the 50 states.
 a. Calculate  and discuss the range of household income 

and house value.
 b. Calculate  the sample MAD and the sample standard 

deviation of household income and house value.
 c. Discuss why we cannot directly compare the sample 

MAD and the standard deviations of the two variables.
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Features that Go Beyond the 
Typical
Conceptual Review
At the end of each chapter, we present a conceptual review that provides a more holistic 
approach to reviewing the material. This section revisits the learning outcomes and pro-
vides the most important definitions, interpretations, and formulas.
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Suggested Case Studies
Here are some suggestions for analysis.

Report 14.1 Perform a similar analysis to the one conducted in this section, but choose similar 
mutual funds from a different investment firm, such as Fidelity or T. Rowe Price. Go to https://
finance.yahoo.com/ to extract monthly prices for each mutual fund. Calculate the monthly return 
as (Pt − Pt−1)/Pt−1, were Pt is the price at time t and Pt−1 is the price at time t−1.

Report 14.2  House_Price. Choose a college town. Find the model that best predicts 
the sale price of a house. Use goodness-of-fit measures to find the appropriate explanatory 
variables.

Report 14.3  College_Admissions. Choose a college of interest and use the sample of 
enrolled students to best predict a student’s college grade point average. Use goodness-of-fit 
measures to find the appropriate explanatory variables. In order to estimate these models, you 
have to first filter the data to include only the enrolled students.

Report 14.4  NBA. Develop and compare two models for predicting a player’s salary 
based on offensive performance measures and defensive performance measures, respectively. 
In order to estimate these models, you have to first filter the data to include only career statistics 
based on regular seasons. exclude players with no information on salary.

unaffected. Given that the Inflation-Protected Securities Index and the Intermediate-Term Bond 
Index have correlation coefficients close to zero, these may prove to be desirable additions to 
the investor’s portfolio.

A hypothesis test is conducted to determine whether the fund returns are correlated at the 5% 
significance level. The null hypothesis is that the returns are uncorrelated and the alternative 
hypothesis suggests either a positive or a negative correlation. Rows 2 and 3 of Table 14.8 show the 
value of the test statistics and the corresponding p-values. For instance, given a p-value of 0.503, 
the correlation coefficient between the 500 Index and the Inflation-Protected Securities Index is not 
different from zero at the 5% significance level. This same conclusion holds for the correlation 
coefficient between the 500 Index and the Intermediate-Term Bond Index. On the other hand, given 
p-values of 0.000 for both of the test statistics associated with the correlation coefficient between 
the 500 Index and the Real estate Index and the 500 Index and the Small Cap Index, we can 
conclude that the returns of these funds are correlated with the returns of the 500 Index fund.

Assuming that the correlation between assets is likely to remain stable in the future, then it 
appears that the investor should add either the Inflation-Protected Securities Index or the Inter-
mediate Bond Index to her portfolio. Compared to the other two funds, these funds would offer 
the maximum benefit from diversification in the sense of reducing volatility.

LO 14.1  Conduct a hypothesis test for the population correlation coefficient.
When conducting tests concerning the population correlation coefficient ρxy, the value of 

the test statistic is calculated as   t  df   =   
 r  xy   √ 

____
 n − 2  
 _________ 

 √ 
_____

 1 −  r  xy  2    
   , where rxy is the sample correlation coef-

ficient and df = n − 2.

LO 14.2  Estimate and interpret the simple linear regression model.
Regression analysis presumes that one variable, called the response variable, is influ-
enced by other variables, called the explanatory variables. The simple linear regression 

C O n C e P T U A L  R e V I e W
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model uses only one explanatory variable to predict and/or describe changes in the 
response variable. The model is expressed as y = β0 + β1x + ε, where y and x are the 
response variable and the explanatory variable, respectively, and ε is the random error 
term. The coefficients β0 and β1 are the unknown parameters to be estimated.

We apply the ordinary least squares (OLS) method to find a sample regression equation  
ŷ = b0 + b1x, where ŷ is the predicted value of the response variable and b0 and b1 are the 
estimates of β0 and β1, respectively. The estimated slope coefficient b1 represents the 
change in ŷ when x changes by one unit. The units of b1 are the same as those of y.

LO 14.3  Estimate and interpret the multiple linear regression model.
The multiple linear regression model allows more than one explanatory variable to be 
linearly related with the response variable y. It is defined as y = β0 + β1x1 + β2x2 + ⋯ + 
βkxk + ε, where y is the response variable, x1, x2, . . ., xk are the k explanatory variables, 
and ε is the random error term. The coefficients β0, β1, . . ., βk are the unknown parame-
ters to be estimated. We again use the OLS method to arrive at the following sample 
regression equation: ŷ = b0 + b1x1 + b2x2 + ⋯ + bkxk, where b0, b1, . . ., bk are the esti-
mates of β0, β1, . . ., βk, respectively.

For each explanatory variable xj (j = 1, . . ., k), the corresponding slope coefficient bj is 
the estimated regression coefficient. It measures the change in the predicted value of the 
response variable ŷ, given a unit increase in the associated explanatory variable xj, hold-
ing all other explanatory variables constant. In other words, it represents the partial 
influence of xj on ŷ.

LO 14.4  Interpret goodness-of-fit measures.
The standard error of the estimate se is the standard deviation of the residual and is calcu-
lated as   s  e   =  √ 

______
   SSE _____ n − k − 1     , where SSE is the error sum of squares. The standard error of the 

estimate is a useful goodness-of-fit measure when comparing models; the model with the 
smaller se provides the better fit.

The coefficient of determination R2 is the proportion of the sample variation in the 
response variable that is explained by the sample regression equation. It falls between 0 
and 1; the closer the value is to 1, the better the model fits the sample data.

Adjusted R2 adjusts R2 by accounting for the number of explanatory variables k used in 
the regression. In comparing competing models with different numbers of explanatory 
variables, the preferred model will have the highest adjusted R2.

A D D I T I O n A L  e X e R C I S e S
 59.  Energy_Health. The following table shows a 

portion of the monthly returns data (in percent) for 
2010–2016 for two of Vanguard’s mutual funds: the 
Energy Fund and the Healthcare Fund.

Date Energy Healthcare

Jan-10 −4.86 −0.13

Feb-10 1.50 0.58

⋮ ⋮ ⋮
Dec-16 −0.30 −5.26

 a. Calculate and interpret the sample correlation 
coefficient rxy.

 b. Specify the competing hypotheses in order to 
determine whether the population correlation 
coefficient is different from zero.

 c. At the 5% significance level, what is the 
conclusion to the test? Are the returns on the 
mutual funds correlated?

 60.  Yields. While the Federal Reserve controls 
short-term interest rates, long-term interest 
rates essentially depend on supply and demand 
dynamics, as well as longer-term interest rate 
expectations. The accompanying table shows  
a portion of data for the annualized rates for  
the 10-year Treasury yield (in %) and the  
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Affordable solutions, 
added value 
 
Make technology work for you with  
LMS integration for single sign-on access, 
mobile access to the digital textbook, 
and reports to quickly show you how 
each of your students is doing. And with 
our Inclusive Access program you can 
provide all these tools at a discount to 
your students. Ask your McGraw Hill 
representative for more information.

Laptop: McGraw Hill; Woman/dog: George Doyle/Getty Images

Checkmark: Jobalou/Getty ImagesPadlock: Jobalou/Getty Images

Instructors: Student Success Starts with You

65%
Less Time
Grading

Tools to enhance your unique voice
Want to build your own course? No problem. Prefer to use our 
turnkey, prebuilt course? Easy. Want to make changes throughout the 
semester? Sure. And you’ll save time with Connect’s auto-grading too.

Solutions for  
your challenges
 
A product isn’t a solution. Real 
solutions are affordable, reliable, 
and come with training and 
ongoing support when you need 
it and how you want it. Visit www.
supportateverystep.com for videos 
and resources both you and your 
students can use throughout the 
semester.

Study made personal
Incorporate adaptive study resources like  
SmartBook® 2.0 into your course and help your  
students be better prepared in less time. Learn  
more about the powerful personalized learning 
experience available in SmartBook 2.0 at  
www.mheducation.com/highered/connect/smartbook
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Effective tools for efficient studying
Connect is designed to make you more productive with simple, flexible, intuitive tools that maximize  
your study time and meet your individual learning needs. Get learning that works for you with Connect.

Everything you need in one place 
Your Connect course has everything you need—whether reading on  
your digital eBook or completing assignments for class, Connect makes  
it easy to get your work done.

“I really liked this 
app—it made it easy 
to study when you 
don't have your text-
book in front of you.”

- Jordan Cunningham,  
  Eastern Washington University

Study anytime, anywhere
Download the free ReadAnywhere app and access your 
online eBook or SmartBook 2.0 assignments when it’s 
convenient, even if you’re offline. And since the app 
automatically syncs with your eBook and SmartBook 2.0 
assignments in Connect, all of your work is available 
every time you open it. Find out more at  
www.mheducation.com/readanywhere 

Top: Jenner Images/Getty Images, Left: Hero Images/Getty Images, Right: Hero Images/Getty Images

Calendar: owattaphotos/Getty Images

Students: Get Learning that Fits You

Learning for everyone 
McGraw Hill works directly with Accessibility Services 
Departments and faculty to meet the learning needs 
of all students. Please contact your Accessibility 
Services Office and ask them to email  
accessibility@mheducation.com, or visit  
www.mheducation.com/about/accessibility  
for more information.
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Remote Proctoring & Browser-Locking Capabilities

New remote proctoring and browser-locking capabilities, hosted by Proctorio within 
Connect, provide control of the assessment environment by enabling security options and 
verifying the identity of the student.

Seamlessly integrated within Connect, these services allow instructors to control stu-
dents’ assessment experience by restricting browser activity, recording students’ activity, 
and verifying students are doing their own work.

Instant and detailed reporting gives instructors an at-a-glance view of potential academic 
integrity concerns, thereby avoiding personal bias and supporting evidence-based claims.

What Resources are Available for 
Instructors?
Instructor Library
The Connect Instructor Library is your repository for additional resources to improve stu-
dent engagement in and out of class. You can select and use any asset that enhances your 
lecture. The Connect Instructor Library includes:
	∙	 PowerPoint presentations
	∙	 Excel Data Files
	∙	 Test Bank
	∙	 Instructor’s Solutions Manual
	∙	 Digital Image Library

Tegrity Campus:  
Lectures 24/7�
Tegrity Campus is integrated in Connect to help make your class time available 24/7. 
With Tegrity, you can capture each one of your lectures in a searchable format for stu-
dents to review when they study and complete assignments using Connect. With a simple 
one-click start-and-stop process, you can capture everything that is presented to students 
during your lecture from your computer, including audio. Students can replay any part of 
any class with easy-to-use browser-based viewing on a PC or Mac.

Educators know that the more students can see, hear, and experience class resources, 
the better they learn. In fact, studies prove it. With Tegrity Campus, students quickly 
recall key moments by using Tegrity Campus’s unique search feature. This search helps 
students efficiently find what they need, when they need it, across an entire semester of 
class recordings. Help turn all your students’ study time into learning moments immediately 
supported by your lecture. To learn more about Tegrity, visit http://tegritycampus.mhhe.com.
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ALEKS�
ALEKS is an assessment and learning program that provides individualized instruction 
in Business Statistics, Business Math, and Accounting. Available online in partnership 
with McGraw Hill, ALEKS interacts with students much like a skilled human tutor, with 
the ability to assess precisely a student’s knowledge and provide instruction on the exact 
topics the student is most ready to learn. By providing topics to meet individual stu-
dents’ needs, allowing students to move between explanation and practice, correcting and 
analyzing errors, and defining terms, ALEKS helps students to master course content 
quickly and easily.

ALEKS also includes an instructor module with powerful, assignment-driven fea-
tures and extensive content flexibility. ALEKS simplifies course management and allows 
instructors to spend less time with administrative tasks and more time directing student 
learning. To learn more about ALEKS, visit www.aleks.com.

MegaStat for Microsoft Excel
MegaStat by J. B. Orris of Butler University is a full-featured Excel add-in that is 
available online through the MegaStat website at www.mhhe.com/megastat or through 
an access card packaged with the text. It works with Excel 2016, 2013, and 2010  
(and Excel: Mac 2016). On the website, students have 10 days to successfully download 
and install MegaStat on their local computer. Once installed, MegaStat will remain active in 
Excel with no expiration date or time limitations. The software performs statistical analyses 
within an Excel workbook. It does basic functions, such as descriptive statistics, frequency 
distributions, and probability calculations, as well as hypothesis testing, ANOVA, and 
regression. MegaStat output is carefully formatted, and its ease-of-use features include 
Auto Expand for quick data selection and Auto Label detect. Since MegaStat is easy to use, 
students can focus on learning statistics without being distracted by the software. MegaStat 
is always available from Excel’s main menu. Selecting a menu item pops up a dialog box. 
Screencam tutorials are included that provide a walkthrough of major business statistics 
topics. Help files are built in, and an introductory user’s manual is also included.
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What Resources are Available for 
Students?

Integration of Excel Data Sets. A convenient fea-
ture is the inclusion of an Excel data file link in many 
problems using data files in their calculation. The link 
allows students to easily launch into Excel, work the 
problem, and return to Connect to key in the answer 
and receive feedback on their results.
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EXERCISES 3.4

Mechanics
 39. Consider the following population data:

34 42 12 10 22

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the population variance.
 d. Calculate the population standard deviation.

 40. Consider the following population data:

0 −4 2 −8 10

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the population variance.
 d. Calculate the population standard deviation.

 41. Consider the following sample data:

40 48 32 52 38 42

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the sample variance.
 d. Calculate the sample standard deviation.

 42. Consider the following sample data:

− 10 12 −8 −2 −6 8

 a. Calculate the range.
 b. Calculate MAD.
 c. Calculate the sample variance and the sample standard 

deviation.

Applications
 43.  Prime. The accompanying table shows a portion of the 

annual expenditures (in $) for 100 Prime customers.

Customer Expenditures

1 1272

2 1089

⋮ ⋮
100 1389

 a. What were minimum expenditures? What were maximum 
expenditures?

 b. Calculate the mean and the median expenditures.
 c. Calculte the variance and the standard devation.

 44.  StockPrices. Monthly closing stock prices for Firm A 
and Firm B are collected for the past five years. A portion of 
the data is shown in the accompanying table.

Observation Firm A Firm B

1 39.91 42.04

2 42.63 41.64

⋮ ⋮ ⋮
60 87.51 75.09

 a. Calculate the sample variance and the sample standard 
deviation for each firm’s stock price.

 b. Which firm’s stock price had greater variability as 
measured by the standard deviation?

 c. Which firm’s stock price had the greater relative 
dispersion?

 45.  Rental. A real estate analyst examines the rental mar-
ket in a college town. She gathers data on monthly rent and 
the square footage for 40 apartments. A portion of the data is 
shown in the accompanying table.

Monthly Rent Square Footage

645 500

675 648

⋮ ⋮
2,400 2,700

 a. Calculate the mean and the standard deviation for 
monthly rent.

 b. Calculate the mean and the standard deviation for square 
footage.

 c. Which sample data exhibit greater relative dispersion?

 46.  Revenues. The accompanying data file shows the 
annual revenues (in $ millions) for Corporation A and Corpora-
tion B for the past 13 years.
 a. Calculate the coefficient of variation for Corporation A.
 b. Calculate the coefficient of variation for Corporation B.
 c. Which variable exhibits greater relative dispersion?

 47.  Census. The accompanying data file shows, among 
other variables, median household income and median house 
value for the 50 states.
 a. Calculate  and discuss the range of household income 

and house value.
 b. Calculate  the sample MAD and the sample standard 

deviation of household income and house value.
 c. Discuss why we cannot directly compare the sample 

MAD and the standard deviations of the two variables.
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The manufacturer tested 12 of the cars and clocked their per-
formance times. Three of the cars clocked in at 5.8 seconds, 
5 cars at 5.9 seconds, 3 cars at 6.0 seconds, and 1 car at 6.1 
seconds. At the 5% level of significance, test if the new sports 
car is meeting its goal to go from 0 to 60 miles per hour in less 
than 6 seconds. Assume a normal distribution for the analysis.

 48.  APR. A mortgage analyst collects data from seven financial 
institutions on the annual percentage rate (APR) for a 30-year fixed 
loan. The data accompanying this exercise show the results.
 a. State the null and the alternative hypothesis in order to 

test whether the mean mortgage rate for the population 
exceeds 4.2%.

 b. What assumption regarding the population is necessary 
in order to implement part a?

 c. Calculate the value of the test statistic and the p-value.
 d. At a 10% significance level, what is the conclusion to the test? 

Does the mean mortgage rate for the population exceed 4.2%?

 49.  PE_Ratio. A price-earnings ratio or P/E ratio is 
calculated as a firm’s share price compared to the income or 
profit earned by the firm per share. Generally, a high P/E ratio 
suggests that investors are expecting higher earnings growth 
in the future compared to firms with a lower P/E ratio. The data 
accompanying this exercise show of P/E ratios for 30 firms.
 a. State the null and the alternative hypotheses in order to 

test whether the P/E ratio of all firms differs from 15.
 b. Calculate the value of the test statistic and the p-value.
 c. At α = 0.05, does the P/E ratio of all firms differ from 15? 

Explain.

 50.  MPG. The data accompanying this exercise show miles 
per gallon (MPG) for 25 ‘super-green’ cars.
 a. State the null and the alternative hypotheses in order to 

test whether the average MPG differs from 95.
 b. Calculate the value of the test statistic and the p-value.
 c. At α = 0.05, can you conclude that the average MPG 

differs from 95?

 51.  Debt_Payments. The data accompanying this exercise 
show the average debt payments (Debt, in $) for 26 metropoli-
tan areas.
 a. State the null and the alternative hypotheses in order to 

test whether average monthly debt payments are greater 
than $900.

 b. What assumption regarding the population is necessary 
in order to implement part a?

 c. Calculate the value of the test statistic and the p-value.
 d. At α = 0.05, are average monthly debt payments greater 

than $900? Explain.

 52.  Highway_Speeds. A police officer is concerned about 
speeds on a certain section of Interstate 95. The data accom-
panying this exercise show the speeds of 40 cars on a Satur-
day afternoon.
 a. The speed limit on this portion of Interstate 95 is  

65 mph. Specify the competing hypotheses in order  
to determine if the average speed is greater than the 
speed limit.

 b. Calculate the value of the test statistic and the p-value.
 c. At α = 0.01, are the officer’s concerns warranted? 

Explain.

 53.  Lottery. An article found that Massachusetts residents 
spent an average of $860.70 on the lottery, more than three 
times the U.S. average. A researcher at a Boston think tank 
believes that Massachusetts residents spend less than this 
amount. He surveys 100 Massachusetts residents and asks 
them about their annual expenditures on the lottery. The data 
accompanying this exercise show their responses.
 a. Specify the competing hypotheses to test the 

researcher’s claim.
 b. Calculate the value of the test statistic and the p-value.
 c. At the 10% significance level, do the data support the 

researcher’s claim? Explain.

9.4 HYPOtHeSIS teSt FOR tHe 
POPuLAtIOn PROPORtIOn

Recall that the population mean μ describes a numerical variable whereas the population 
proportion p is the essential descriptive measure for a categorical variable. The parameter 
p represents the proportion of observations with a particular attribute.

As in the case for the population mean, we estimate the population proportion on the 
basis of its sample counterpart. In particular, we use the sample proportion    

_
 P    to estimate 

the population proportion p. Recall that although    
_

 P    is based on the binomial distribution, 
it can be approximated by a normal distribution in large samples. This approximation is 
considered valid when np ≥ 5 and n(1 − p) ≥ 5. Since p is not known, we typically test 
the sample size requirement under the hypothesized value of the population proportion 
p0. In most applications, the sample size is large and the normal distribution 

LO 9.5

Conduct a hypothesis test for 
the population proportion.

Guided Examples.  These narrated video walk-
throughs provide students with step-by-step guidelines 
for solving selected exercises similar to those contained 

in the text. The student is given personalized instruction on how to solve a problem by applying the concepts presented 
in the chapter. The video shows the steps to take to work through an exercise. Students can go through each example 
multiple times if needed.

The Connect Student Resource page is the place for students to access additional resources. The Student Resource 
page offers students quick access to the recommended study tools, data files, and helpful tutorials on statistical programs.
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McGraw Hill Customer Care 
Contact Information
At McGraw Hill, we understand that getting the most from new technology can be chal-
lenging. That’s why our services don’t stop after you purchase our products. You can 
e-mail our product specialists 24 hours a day to get product training online. Or you can 
search our knowledge bank of frequently asked questions on our support website.
For customer support, call 800-331-5094 or visit www.mhhe.com/support. One of our 
technical support analysts will be able to assist you in a timely fashion.
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1 Data and Data 
Preparation

I n just about any contemporary human activity, we use statistics to analyze large amounts of 
data for making better decisions. Managers, consumers, sports enthusiasts, politicians, and 
medical professionals are increasingly turning to data to boost a company’s revenue, deepen 

customer engagement, find better options on consumer products, prevent threats and fraud, suc-
ceed in sports and elections, provide better diagnoses and cures for diseases, and so on. In this 
chapter, we will describe various types of data and measurement scales of variables that are used 
in statistics.

It is important to note that after obtaining relevant data, we often spend a considerable amount 
of time on inspecting and preparing the data for subsequent analysis. In this chapter, we will discuss 
a few important data preparation tasks. We will use counting and sorting of relevant variables to 
inspect and explore data. Finally, we will discuss a commonly used technique called subsetting, 
where only a portion (subset) of the data is used for the analysis.

L E A R N I N G  O B J E C T I V E S
After reading this chapter, you should be able to:

LO 1.1	 Explain the various data types.

LO 1.2	 Describe variables and types of measurement scales.

LO 1.3	 Inspect and explore data.

LO 1.4	 Apply data subsetting.
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I N T R O D U C T O R Y  C A S E

Gaining Insights into Retail Customer Data
Organic Food Superstore is an online grocery store that specializes in providing organic food 
products to health-conscious consumers. The company offers a membership-based service that 
ships fresh ingredients for a wide range of chef-designed meals to its members’ homes. Cathe-
rine Hill is a marketing manager at Organic Food Superstore. She has been assigned to market 
the company’s new line of Asian-inspired meals. Research has shown that the most likely custom-
ers for healthy ethnic cuisines are college-educated millennials (born between 1982 and 2000).

In order to spend the company’s marketing dollars efficiently, Catherine wants to focus on this 
target demographic when designing the marketing campaign. With the help of the information tech-
nology (IT) group, Catherine has acquired a representative sample that includes each customer’s 
identification number (CustID), sex (Sex), race (Race), birthdate (BirthDate), whether the customer 
has a college degree (College), household size (HHSize), annual income (Income), total spending 
(Spending), total number of orders during the past 24 months (Orders), and the channel through 
which the customer was originally acquired (Channel). Table 1.1 shows a portion of the data set.

TABLE 1.1 A Sample of Organic Food Superstore Customers

CustID Sex Race BirthDate . . . Channel
1530016 Female Black 12/16/1986 . . . SM
1531136 Male White 5/9/1993 . . . TV

⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1579979 Male White 7/5/1999 . . . SM

Catherine wants to use the Customers data set to:
	1.	 Identify Organic Food Superstore’s college-educated millennial customers.
	2.	 Compare the profiles of female and male college-educated millennial customers.
A synopsis of this case is provided at the end of Section 1.3.

Yuliia Mazurkevych/Shutterstoick

Customers
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1.1 TYPES OF DATA
In general, data are compilations of facts, figures, or other contents, both numerical and 
nonnumerical. Data of all types and formats are generated from multiple sources. Insights 
from all of these data improves a company’s bottom-line and enhances consumer experi-
ence. At the core, business statistics benefits companies by developing better marketing 
strategies, deepening customer engagement, enhancing efficiency in procurement, uncov-
ering ways to reduce expenses, identifying emerging market trends, mitigating risk and 
fraud, etc. We often find a large amount of data at our disposal. However, we also derive 
insights from relatively small data sets, such as from consumer focus groups, marketing 
surveys, or reports from government agencies.

Every day, consumers and businesses use data from various sources to help make deci-
sions. In order to make intelligent decisions in a world full of uncertainty, we have to under-
stand statistics—the language of data. In the broadest sense, statistics is the science of 
extracting useful information from data. Three steps are essential for doing good statistics. 
An important first step for making decisions is to find the right data, which are both com-
plete and lacking any misrepresentation, and prepare it for the analysis. Second, we must 
use the appropriate statistical tools, depending on the data at hand. Finally, an important 
ingredient of a well-executed statistical analysis is to clearly communicate information into 
verbal and written language. It is important to note that numerical results are not very useful 
unless they are accompanied with clearly stated actionable business insights.

LO 1.1

Explain the various types 
of data.

DATA AND STATIST ICS
Data are compilations of facts, figures, or other contents, both numerical and non-
numerical. Statistics is the science that deals with the collection, preparation, anal-
ysis, interpretation, and presentation of data.

In the introductory case, Catherine wants to target college-educated millennials when 
designing the marketing campaign so that she spends the company’s marketing dollars 
efficiently. Before we analyze the information that Catherine has gathered, it is important 
to understand different types of data and measurement scales of variables. In this section, 
we focus on data types.

Sample and Population Data
We generally divide the study of statistics into two branches: descriptive statistics and 
inferential statistics. Descriptive statistics refers to the summary of important aspects of a 
data set. This includes collecting data, organizing the data, and then presenting the data in 
the form of charts and tables. In addition, we often calculate numerical measures that 
summarize the data by providing, for example, the typical value and the variability of the 
variable of interest. Today, the techniques encountered in descriptive statistics account for 
the most visible application of statistics—the abundance of quantitative information that is 
collected and published in our society every day. The unemployment rate, the president’s 
approval rating, the Dow Jones Industrial Average, batting averages, the crime rate, and the 
divorce rate are but a few of the many “statistics” that can be found in a reputable newspaper 
on a frequent, if not daily, basis. Yet, despite the familiarity of descriptive statistics, these 
methods represent only a minor portion of the body of statistical applications.

The phenomenal growth in statistics is mainly in the field called inferential statistics. 
Generally, inferential statistics refers to drawing conclusions about a large set of data—
called a population—based on a smaller set of sample data. A population is defined as 
all members of a specified group (not necessarily people), whereas a sample is a subset of 
that particular population. In most statistical applications, we must rely on sample data in 
order to make inferences about various characteristics of the population.

LO 1.1
Explain the various types of 
data.
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Figure 1.1 depicts the flow of information between a population and a sample. Con-
sider, for example, a 2016 Gallop survey that found that only 50% of millennials plan to 
stay at their current job for more than a year. Researchers use this sample result, called a 
sample statistic, in an attempt to estimate the corresponding unknown population 
parameter. In this case, the parameter of interest is the percentage of all millennials who 
plan to be with their current job for more than a year.

POPULATION VERSUS SAMPLE
A population consists of all items of interest in a statistical problem. A sample is a 
subset of the population. We analyze sample data and calculate a sample statistic to 
make inferences about the unknown population parameter.

Population

Sampling

Inference

Sample

FIGURE 1.1 Population versus Sample

It is generally not feasible to obtain population data due to prohibitive costs and/or 
practicality. We rely on sampling because we are unable to use population data for two 
main reasons.
	∙	 Obtaining information on the entire population is expensive. Consider how the 

monthly unemployment rate in the United States is calculated by the Bureau of Labor 
Statistics (BLS). Is it reasonable to assume that the BLS counts every unemployed 
person each month? The answer is a resounding NO! In order to do this, every home in 
the country would have to be contacted. Given that there are approximately 160 million 
individuals in the labor force, not only would this process cost too much, it would take an 
inordinate amount of time. Instead, the BLS conducts a monthly sample survey of about 
60,000 households to measure the extent of unemployment in the United States.

	∙	 It is impossible to examine every member of the population. Suppose we are 
interested in the average length of life of a Duracell AAA battery. If we tested the 
duration of each Duracell AAA battery, then in the end, all batteries would be dead 
and the answer to the original question would be useless.

Cross-Sectional and Time Series Data
Sample data are generally collected in one of two ways. Cross-sectional data refer to 
data collected by recording a characteristic of many subjects at the same point in time, or 
without regard to differences in time. Subjects might include individuals, households, 
firms, industries, regions, and countries.

Table 1.2 is an example of a cross-sectional data set.  It lists the team standings for the 
National Basketball Association’s Eastern Conference at the end of the 2018–2019 season. 
The eight teams may not have ended the season precisely on the same day and time, but the 
differences in time are of no relevance in this example. Other examples of cross-sectional 
data include the recorded grades of students in a class, the sale prices of single-family 
homes sold last month, the current price of gasoline in different cities in the United States, 
and the starting salaries of recent business graduates from the University of Connecticut.
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Time series data refer to data collected over several time periods focusing on certain 
groups of people, specific events, or objects. Time series data can include hourly, daily, 
weekly, monthly, quarterly, or annual observations. Examples of time series data include 
the hourly body temperature of a patient in a hospital’s intensive care unit, the daily price 
of General Electric stock in the first quarter of 2020, the weekly exchange rate between 
the U.S. dollar and the euro over the past six months, the monthly sales of cars at a dealer-
ship in 2020, and the annual population growth rate of India in the last decade. In these 
examples, temporal ordering is relevant and meaningful.

Figure 1.2 shows a plot of the national homeownership rate in the U.S. from 2000 to 
2018. According to the U.S. Census Bureau, the national homeownership rate in the first 
quarter of 2016 plummeted to 63.6% from a high of 69.4% in 2004. An explanation for the 
decline in the homeownership rate is the stricter lending practices caused by the housing 
market crash in 2007 that precipitated a banking crisis and deep recession. This decline 
can also be attributed to home prices outpacing wages in the sample period.

TABLE 1.2 2018–2019 NBA Eastern Conference
Team name Wins Losses Winning percentage
Milwaukee Bucks 60 22 0.732
Toronto Raptors* 58 24 0.707
Philadephia 76ers 51 31 0.622
Boston Celtics 49 33 0.598
Indiana Pacers 48 34 0.585
Brooklyn Nets 42 40 0.512
Orlando Magic 42 40 0.512
Detroit Pistons 41 41 0.500

*The Toronto Raptors won their first NBA title during the 2018–2019 season.

FIGURE 1.2  
Homeownership Rate (in %) 
in the U.S. from 2000 through 
2018
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Structured and Unstructured Data
When you think of data, the first image that probably pops in your head is lots of numbers 
and perhaps some charts and graphs. In reality, data can come in multiple forms.  
For example, information exchange in social networking websites such as Facebook, 
LinkedIn, and Twitter also constitute data. In order to better understand the various forms 
of data, we make a distinction between structured and unstructured data.

Generally, structured data reside in a predefined, row-column format. We use 
spreadsheet or database applications to enter, store, query, and analyze structured data. 
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Examples of structured data include numbers, dates, and groups of words and numbers, 
typically stored in a tabular format. Structured data often consist of numerical informa-
tion that is objective and is not open to interpretation.

Point-of-sale and financial data are examples of structured data and are usually 
designed to capture a business process or transaction. Examples include the sale of retail 
products, money transfer between bank accounts, and the student enrollment in a univer-
sity course. When individual consumers buy products from a retail store, each transaction 
is captured into a record of structured data.

Consider the sales invoice shown in Figure 1.3. Whenever a customer places an order 
like this, there is a predefined set of data to be collected, such as the transaction date, 
shipping address, and the units of product being purchased. Even though a receipt or an 
invoice may not always be presented in rows and columns, the predefined structure  
allows businesses and organizations to translate the data on the document into a  
row-column format.

FIGURE 1.3 A sample 
invoice from a retail 
transaction

For decades, companies and organizations relied mostly on structured data to run 
their businesses and operations. Today, with the advent of the digital age, most experts 
agree that only about 20% of all data used in business decisions are structured data. The 
remaining 80% are unstructured.

Unlike structured data, unstructured data (or unmodeled data) do not conform to a 
predefined, row-column format. They tend to be textual (e.g., written reports, e-mail mes-
sages, doctor’s notes, or open-ended survey responses) or have multimedia contents (e.g., 
photographs, videos, and audio data). Even though these data may have some implied 
structure (e.g., a report title, e-mail’s subject line, or a time stamp on a photograph), they 
are still considered unstructured as they do not conform to a row-column model required 
in most database systems. Social media data such as Twitter, YouTube, Facebook, and 
blogs are examples of unstructured data.

Big Data
Nowadays, businesses and organizations generate and gather more and more data at an 
increasing pace. The term big data is a catch-phrase, meaning a massive amount of both 
structured and unstructured data that are extremely difficult to manage, process, and 
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analyze using traditional data-processing tools. Despite the challenges, big data present 
great opportunities to gain knowledge and business intelligence with potential game-
changing impacts on company revenues, competitive advantage, and organizational 
efficiency.

More formally, a widely accepted definition of big data is “high-volume, high-velocity 
and/or high-variety information assets that demand cost-effective, innovative forms of 
information processing that enable enhanced insight, decision making, and process 
automation” (www.gartner.com). The three characteristics (the three Vs) of big data are:
	∙	 Volume: An immense amount of data is compiled from a single source or a wide 

range of sources, including business transactions, household and personal devices, 
manufacturing equipment, social media, and other online portals.

	∙	 Velocity: In addition to volume, data from a variety of sources get generated at a rapid 
speed. Managing these data streams can become a critical issue for many organizations.

	∙	 Variety: Data also come in all types, forms, and granularity, both structured and 
unstructured. These data may include numbers, text, and figures as well as audio, 
video, e-mails, and other multimedia elements.

In addition to the three defining characteristics of big data, we also need to pay close 
attention to the veracity of the data and the business value that they can generate. Veracity 
refers to the credibility and quality of data. One must verify the reliability and accuracy 
of the data content prior to relying on the data to make decisions. This becomes 
increasingly challenging with the rapid growth of data volume fueled by social media and 
automatic data collection. Value derived from big data is perhaps the most important 
aspect of any statistical project. Having a plethora of data does not guarantee that useful 
insights or measurable improvements will be generated. Organizations must develop a 
methodical plan for formulating business questions, curating the right data, and unlocking 
the hidden potential in big data.

Big data, however, do not necessarily imply complete (population) data. Take, for 
example, the analysis of all Facebook users. It certainly involves big data, but if we 
consider all Internet users in the world, Facebook users are only a very large sample. 
There are many Internet users who do not use Facebook, so the data on Facebook do not 
represent the population. Even if we define the population as pertaining to those who use 
online social media, Facebook is still one of many social media portals that consumers 
use. And because different social media are used for different purposes, data collected 
from these sites may very well reflect different populations of Internet users; this 
distinction is especially important from a strategic business standpoint. Therefore, 
Facebook data are simply a very large sample.

In addition, we may choose not to use big data in its entirety even when they are avail-
able. Sometimes it is just inconvenient to analyze a very large data set as it is computa-
tionally burdensome, even with a modern, high-capacity computer system. Other times, 
the additional benefits of working with big data may not justify the associated costs. In 
sum, we often choose to work with relatively smaller data sets drawn from big data.

STRUCTURED,  UNSTRUCTURED,  AND B IG  DATA
Structured data are data that reside in a predefined, row-column format, while 
unstructured data do not conform to a predefined, row-column format. Big data is a 
term used to describe a massive amount of both structured and unstructured data that 
are extremely difficult to manage, process, and analyze using traditional data-processing 
tools. Big data, however, do not necessary imply complete (population) data.

In this textbook, we will focus on traditional statistical methods applied to structured 
data. Sophisticated tools to analyze unstructured data are beyond the scope of this 
textbook.
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Data on the Web
The explosion in the field of statistics and data analytics is partly due to the 
growing availability of vast amounts of data and improved computational power. 
Many experts believe that 90% of the data in the world today were created in the 
last two years alone. These days, it has become easy to access data by simply 
using a search engine like Google. These search engines direct us to data-
providing websites. For instance, searching for economic data may lead you to 
the Bureau of Economic Analysis (www.bea.gov), the Bureau of Labor Statistics 
(www.bls.gov/data), the Federal Reserve Economic Data (research.stlouisfed.
org), and the U.S. Census Bureau (www.census.gov/data.html). These websites 
provide data on inflation, unemployment, GDP, and much more, including useful 
international data.

The National Climatic Data Center (www.ncdc.noaa.gov/data-access) pro-
vides a large collection of environmental, meteorological, and climate data. Sim-
ilarly, transportation data can be found at www.its-rde.net. The University of 
Michigan has compiled sentiment data found at www.sca.isr.umich.edu. Several 
cities in the United States have publicly available data in categories such as 
finance, community and economic development, education, and crime. For 
example, the Chicago data portal data.cityofchicago.org provides a large volume 
of city-specific data. Excellent world development indicator data are available at 
data.worldbank.org. The happiness index data for most countries are available at www.
happyplanetindex.org/data.

Private corporations also make data available on their websites. For example, Yahoo 
Finance (www.finance.yahoo.com) and Google Finance (www.google.com/finance) list 
data such as stock prices, mutual fund performance, and international market data. Zillow 
(www.zillow.com/) supplies data for recent home sales, monthly rent, mortgage rates, and 
so forth. Similarly, www.espn.go.com offers comprehensive sports data on both profes-
sional and college teams. Finally, The Wall Street Journal, The New York Times, USA 
Today, The Economist, Business Week, Forbes, and Fortune are all reputable publications 
that provide all sorts of data. We would like to point out that all of the above data sources 
represent only a fraction of publicly available data.

Comstock Images/Jupiterimages

EXERCISES 1.1

Applications
	 1.	 A few years ago, it came as a surprise when Apple’s iPhone 

4 was found to have a problem. Users complained of weak 
reception, and sometimes even dropped calls, when they 
cradled the phone in their hands in a particular way. A survey 
at a local store found that 2% of iPhone 4 users experienced 
this reception problem.
	a.	 Describe the relevant population.
	b.	 Is 2% associated with the population or the sample?

	 2.	 Many people regard video games as an obsession for young-
sters, but, in fact, the average age of a video game player is 
35 years old. Is the value 35 likely the actual or the estimated 
average age of the population? Explain.

	 3.	 An accounting professor wants to know the average GPA of 
the students enrolled in her class. She looks up information 
on Blackboard about the students enrolled in her class and 

computes the average GPA as 3.29. Describe the relevant 
population.

	 4.	 Recent college graduates with an engineering degree continue 
to earn high salaries. An online search revealed that the average 
annual salary for an entry-level position in engineering is $65,000.
	a.	 What is the relevant population?
	b.	 Do you think the average salary of $65,000 is computed 

from the population? Explain.
	 5.	 Research suggests that depression significantly increases the 

risk of developing dementia later in life. Suppose that in a 
study involving 949 elderly persons, it was found that 22% of 
those who had depression went on to develop dementia, com-
pared to only 17% of those who did not have depression.
	a.	 Describe the relevant population and the sample.
	b.	 Are the numbers 22% and 17% associated with the 

population or a sample?
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